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Abstract 
This paper presents a model to predict the phrase commands 
of the Fujisaki Model for F0 contour for the Portuguese 
Language. Phrase commands location in text is governed by a 
set of weighted rules. The amplitude (Ap) and timing (T0) of 
the phrase commands are predicted in separate neural 
networks. The features for both neural networks are discussed. 
Finally a comparison between target and predicted values is 
presented. 

1. Introduction 
This paper reports the work towards a part of the prosody 
model for TTS that is under development for the European 
Portuguese language. 

F0 is the most perceptually relevant component in 
prosody. The Fujisaki model of F0 was been proven to be 
well adapted with very high naturalness to several languages 
[1] like Japanese, Korean, Spanish, Polish, Greek, Swedish, 
English [2], German [3], Basque [4] and now also Portuguese. 
The Fujisaki model [1] consists of the logarithmic addition of 
baseline fundamental frequency, phrase components and 
accent components. The baseline fundamental frequency is 
constant in an utterance. The phrase components are 
parameterized with phrase commands (CF) as a set of 
impulses and the accent components with accent commands 
(CA) as a set of pedestal functions. 

This paper is dedicated to describe the prediction of only 
the CF. The prediction of the CAs will be done using the 
information of CF and other features in subsequent studies. 
Alpha, the natural angular frequency parameter of the CF, is 
considered to be equal to 2.0 for all CF. This value allows the 
best fit to the F0 contour for the presented database. The task 
is to predict from the text the position where the CFs will be 
inserted, as well as each of the amplitudes Ap, and the 
distances of each CF to the associated time position, T0, in 
the speech data stream. The prediction of these parameters 
will be presented in the next sections. 

The text was structured in the following units: paragraphs, 
sentences, phrases, and accent groups. The beginnings of 
accent groups were considered the eligible positions for 
placement of a CF. 

2. Text and Speech Corpus and F0 labelling 
The data used for training and testing were extracted from the 
FEUP-IPB database [5]. This database is centred on several 
texts extracted from newspapers that were read by a male 
professional radio broadcast speaker at the average speech 
rate 12.2 phonemes/second. The speech waveforms were then 
manually labelled in three levels: the phonetic level, 
considering 46 different segments classes and also marking 
the tonic syllable; the word level, marking beginning and 
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g of words; and, thirdly, the phrase level, marking 
ning and ending of phrases as well as all orthographic 
uation marks. Seven texts of the data-base were used, in 
l of 101 paragraphs of high variety dimensions, from 
to one hundred words. Mainly declarative and 
gative types of sentences were selected, in a total of 

0 segments in 21 minutes of speech. The corpus was 
d into two sets, a training set consisting of about 80% 
 paragraphs and the test set with the remaining 20%. 
he Fujisaki parameters were extracted using a 
ically developed tool. The process of labeling starts 
an automatic CF prediction algorithm developed by 
rff [6], and was followed by a manual optimization of 
d introduction of, as a rule, one CA for each syllable 

as its own F0 movement. The optimization was oriented 
 best fit of the model predicted contour to the original 
 voiced parts. The manual optimization allowed the 
vement not only of the root-mean-squared error (rmse) 
ated along the corpus between the two F0 contours in 
 parts, but also of the naturalness of the re-synthesized 

h with the model F0. 

3. CF estimation from text 
stimation of CF from text addresses two issues. The first 
etermine its insertion position in text, and the second is 
imate the amplitude (Ap) and the distance (T0) to the 
oint in speech associated with the text position. These 
sues are solved in separate steps described below. 

le 1: Numbers of punctuation marks, associated CFs and 
percentages of coincidence 

thographic 
unctuation 

# of 
occurrence

s 

# of CF % 

. 67 64 96 
, 379 261 69 
? 12 12 100 
! 4 3 75 

… 1 1 100 
- 7 6 86 
; 2 2 100 
: 6 5 83 

F positions in text 

the analysis of the location of CF it is quite obvious that 
orthographic punctuation marks impose presence of a 
able 1 presents the percentage of occurrences of 
raphic punctuations that originate CFs. In this table the 

uation marks at end of paragraph are excluded, due to 
bvious impossibility of being associated with CF. 
ugh punctuation marks “!”,“…”“-““;”“:” do not present 



statistical relevance, the table suggests to have one CF 
associated to each orthographic punctuation mark. In case of 
comma “,” the percentage is not higher basically due to the 
proximity of some comas to other punctuation marks. 

Besides the CFs imposed by orthographic marks, there are 
other CF, about 30% of total, not linked with the punctuation. 

The algorithm of the tool described above, in 2, to govern 
the location of insertion of CF, will, in the first step, place 
CFs linked to orthographic punctuation, and subsequently 
consider several candidate positions to insert other CFs. For 
each candidate position the score will be calculated by a 
mathematical model as described in next section. 

3.1.1. CFs not linked with orthographic marks 

This section deal only with this type of CF. The objective is 
to find anchors to associate them. Text speech analysis of 
several of these CF, suggests that different factors seems to 
contribute to their locations. Factors like distance to previous 
CF, distance to next CF, presence of pause, length of previous 
word and type of next word, were statistically analyzed and 
correlated with the presence of this type of CF. 

For each candidate position, one score will be calculated 
by expression (1) that combines the weights of each factor. 

 ( )pCF nCF p lpw twS W W W W W= × × + +  (1) 

In equation (1), S is the score for the candidate position, 
WpCF, WnCF, Wp, Wlpw, and Wtw are the weights for previous 
CF distance, next CF distance, pause, length of previous word 
and type of next word, respectively. 

The distances to previous and next CF factors have 
different histograms, but both are near to a normal 
distribution. Table 2 presents the relevant statistical data. 
Weights for previous and next candidate are given by the 
normal probability density function with the respective mean 
and standard deviation presented in Table 2 at the respective 
distance to previous and next CF. 

Table 2: Statistical data of distance to previous and next CF 

Statistical data Distance to 
previous CF (s) 

Distance to 
next CF (s) 

Minimum 0.55 0.75 
Maximum 3.26 4.77 

Mean 1.70 1.94 
Standard deviation 0.53 0.65 
 
The weight for presence of pause, Wp, is 1 or 0 in case of 

presence or not of pause. 
For the weight relative to the length of the previous word, 

Wlpw, the length of the word is considered plus the length of 
the eventual pause. This factor assumes a higher correlation 
with presence of CF, for values above 0.5 s. The weight used 
for this factor is given by equation (2). 

 log(5 ( 0.2))lpwW length= × +  (2) 

The weight, Wtw for the type of next word, was 
determined according to the correlation of some words with 
this type of CF and is given by a table. This table, containing 
the most correlated words, has weights between 0.7 and 1. 
For other words not in table Wtw is 0.7, 0.5 and 0.2 for words 
with one two or more syllables. 

3.1.2.
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ligible positions to inserted CFs are only the position of 
ginning of the accent groups. The exact time position 
e determined by subtracting the T0 value predicted by 
eural network (NN) as will be described in 3.2. The 
thm was designed from several observations of the 
ons of CFs. 
he algorithm starts by inserting CFs just after the 
uation marks of Table 1. Then it removes the CF whose 
ce to the previous is less than 1 s if previous sentence is 
 interrogative type. 
hen, for the intervals between CFs that are longer then 3 
dentifies candidate positions to insert a new CF. The 
ate positions are the start positions of accent groups 

en previous CFs plus 0.6 s, and the minimum between 
F minus 0.75 s and previous CF plus 3.25 s. These 

 for candidates ensure the minimum distance to previous 
ext CF, according to Table 2. Then it calculates the 
S for each candidate according to (1), and only the 
um score candidate will be considered. If the 
um score candidate was a score greater than 1, then 

F is inserted in its position. The process is repeated with 
w set of CF until the end of the paragraph. 

 Evaluation of inserted CF 

parison between the positions of labeled CF and the 
nserted by the algorithm is given in Tables 3 and 4. The 
on of labeled CF is the reference position meanwhile the 
ed CF position will be affected by T0. Table 3 shows 
mber of inserted and labeled CFs, which are very close, 
ll as the average and standard deviation of respective 
ces. The histograms of distances of labeled and inserted 
re quite similar in shape. Table 4, presents the number 
htly inserted CFs determined as the number of inserted 
t position less distant than X seconds from the nearest 
d CF, and the number of wrongly inserted CFs as the 
er of inserted CFs whose distance to the nearest labeled 
 longer then X, and not inserted CF as the number of 
d CFs without inserted CF at distance X or less. The 
 X is a tolerance for the T0 that will affect the exact 
on of inserted CF. The maximum T0 is almost 1 s. 
isual inspection indicates that the inserted CFs are 
ally in a coherent position. 

rediction of Ap and T0 parameters 

mplitude, Ap, and distance, T0, of the CF to the 
ning of the accent group, are predicted in a second step 
ans of a neural network. Because of the low correlation 
) between Ap and T0, one neural network was 
ped for each parameter. The performances for both 
eters are improved by using the two NNs instead of one 
r both parameters. 
veral architectures were considered and tested for both 
The selected architecture to predict Ap, is a feed-

rd type with two hidden layers with two nodes each and 
yperbolic logarithmic activating functions. The output 

is one node with a linear activating function. The output 
 of Ap divided by the maximum Ap and normalized to 

null average and standard deviation equal to 1. The 
g algorithm was a back-propagation Levenberg-
ardt [7]. 



Table 3: Comparison distance between labeled and inserted 
CFs. The number of CFs, the minimum, maximum and 
average distances and standard deviations in seconds 

CF # Dist_mn Dist_mx Averg. Std. 
Labele

d 
646 0.55 4.78 1.86 0.66 

Inserte
d 

643 0.50 2.99 1.83 0.48 

Table 4: Number of rightly inserted CFs (ri), wrong inserted 
(wi) and not inserted (ni) at a tolerance time distance X. 

 X=0.6 s X=0.8 s X=1 s 
ri 494 570 604 
wi 149 73 39 
ni 158 91 71 

 
The architecture of the T0 NN is also a feed forward type 

with two hidden layers, but with four nodes in first hidden 
layer and a hyperbolic tangent activating function, and two 
nodes in the second hidden layer activated by a hyperbolic 
logarithmic function. The output layer is also one node with a 
linear activating function. The output is T0, preprocessed as 
Ap. This NN was trained with the same algorithm. 

3.2.1. Text and speech features for Ap and T0 

We now introduce the features that were extracted in order to 
evaluate its relevance. Each feature was coded in one input 
node of the NN. 

Although some features presented below in Table 5 don’t 
have an individually significant correlation with T0, 
suggesting exclusion from the NN, in fact, all together, their 
presence, improves the prediction performance. 

Some features are highly mutually correlated as is the 
case of features 3 and 6, 4 and 7, 11, 12 and 13, 15 and 16, 
and finally, 18 and 19. Anyhow they don’t carry exactly the 
same information, and their ensemble use improves the 
performance. An explanation of the features, as measured in 
Table 5, follows: 
1. the correlation between most of the marks presented in 

Table 1 and Ap are similar, and not relevant with T0. 
Therefore just the comma and the full stop were 
classified separately. This feature was coded in four 
levels: other mark, full stop, comma, no mark; 

2. only the interrogative type of sentence showed a 
different correlation with Ap and T0. Therefore this 
feature was coded in the levels of interrogative type or 
other type. Different types of interrogatives were not 
distinguished; 

3. correlation with Ap indicates higher Ap in the beginning 
of sentences. 

4. correlation indicates lower Ap in the end of sentences; 
5. correlation shows lower Ap for long sentences; 
6. correlation indicates higher Ap in the beginning of 

paragraph; 
7. correlation indicates lower Ap in the end of paragraph; 
8. correlation indicates higher Ap in the first sentences of 

paragraph; 
9. correlation indicates lower Ap in the last sentences of 

paragraph; 

Tab

F # 
1 
2 
3 

4 

5 
6 

7 

8 

9 

10 
11 
12 
13 
14 

15 

16 

17 

18 
19 

20 
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le 5: Set of features and their correlations r with Ap and 
T0 

Feature description r(F,Ap) r(F,T0) 
Orthographic mark -0.470 0.010 
Interrogative sentence 0.075 0.330 
Index # of CF in sentence, 
from beginning 

-0.380 0.025 

Index # of CF in sentence, 
from end 

0.177 0.041 

Length of sentence (s) -0.127 0.051 
Index # of CF in paragraph 
from beginning 

-0.448 0.026 

Index # of CF in paragraph 
from end 

0.239 0.027 

Index # of sentence in 
paragraph from beginning 

-0.185 0.020 

Index # of sentence in 
paragraph from end 

0.117 0.008 

Length of preceding pause (s) 0.569 0.067 
CF in beg. position of phrase 0.223 -0.017 
CF in beg. position of sentence 0.460 0.025 
CF in beg. pos. of paragraph 0.572 0.030 
Tonic syllable in the beginning 
of the accent group 

0.052 0.074 

Distance to the preceding CF 
(s) 

0.534 0.213 

Distance in syllables to the 
preceding CF 

0.525 0.126 

Orthographic mark of the 
preceding CF 

0.279 0.032 

Distance to the next CF (s) 0.221 -0.323 
Distance in syllables to the 
next CF 

0.241 -0.285 

Orthographic mark of the next 
CF 

0.140 0.003 

s the length of pause if there is one just before de CF. 
his feature is highly correlated with Ap; 

ndication if the CF is in beginning position of a phrase. 
his position is correlated with higher Ap; 

ndication if the CF is in beginning position of a 
entence. This position is correlated with higher Ap; 
ndication if the CF is in beginning position of a 
aragraph. This position is correlated with higher Ap; 
ndication if the accent group starts with a tonic syllable. 
lightly correlated with higher Ap and longer T0; 
ighly correlated with Ap and T0; 
ighly correlated with Ap and T0; 
imilar with feature 1, but coded in different order due to 
ifferent levels of correlation: other mark, coma, no 
ark, full stop; 

s the CF length. As longer is the CF length, higher is the 
p and shorter the T0. Is the most relevant feature for 
0; 
imilar correlations with previous feature; 
n this feature others marks are relevant. Therefore, it is 
oded in the following six levels: “other mark”, “.”, 
…”, “;”, “?”, “no mark”. 
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Figure 1: Inserted CFs in Paragraph: Na passada quinta-feira, na RTP1 a jornalista 
República. O Senhor Doutor Cunha Rodrigues mostrou mais uma vez conhecimen
journalist Judite de Sousa, interviewed mister procurador geral da República. Mi

knowledge of matters). From top to bottom: speech waveform; + signs- measured F0;
accent components direct from labeled parameters; medium line – phrase components 

of labeled CF; thick line – phrase components from totally predicted CFs; CFs: thin 
with NN considering initial positions of labeled CF, dotted thick line – predicted CFs;

of syllables in descending order); orthographic marks in

 

3.2.2. Training of the Neural Networks 

Training was done over the mentioned training set and using 
the test set for cross-validation in order to avoid over-fitting. 
The test vector was used to stop training early if further 
training on the training set will hurt generalization to the test 
set. The cost function used for training was the mean squared 
error between output and target values. 

3.2.3. Testing 

The best linear correlation coefficients (r) between predicted 
and measured Ap and T0 obtained for the test set are 0.772 
and 0.646, respectively. 

Fig. 2 presents the predicted CFs for one example 
paragraph. The T0 and Ap predicted from initial positions of 
labeled CF, depicted with medium line in the figure, show the 
output of both NNs. The thick line represents the result of 
prediction of CFs from text. This line presents in our opinion 
a reasonable phrase component for this paragraph. 

4. Discussion and Conclusions 
The current study presents a model to predict CFs of the 
Fujisaki model from text in Portuguese. The model performs 
in two steps. In the first step it inserts CFs associated with the 
beginning of accent groups, based on orthographic marks and 
weighted candidates. The second step predicts the exact 
position with T0 and Amplitude Ap with two NNs. 

The location of inserted CFs seems to be consistent with 
text and with labeled CFs. The best linear correlation 
coefficient of the prediction of Ap and T0 are 0.772 and 
0.646, respectively. A global final evaluation of the model, 
with perceptual tests, can be done only when it will be 
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Judite de Sousa entrevistou o senhor Procurador geral da 
to profundo das matérias (Last Thursday, in RTP 1, the 

ster Doctor Cunha Rodrigues showed once again a deep 
 thin line – phrase components and phrase components plus 
from predicted CFs Ap and T0, considering initial positions 
line – labeled, dashed medium line – Ap and T0 predicted 
 lines identifying syllables (the accent groups are the groups 
 text; words; phoneme labels. 

lete. Meanwhile, from the analysis of several 
raphs, the phrase components calculated from the 
ted CFs, we conclude that with a good set of CAs the 

ing F0 contour fits the original one with a good 
ess. The task of predicting accent commands is now 

 development. Anyhow, as can be seen in Figure 1 the 
ation of Fujisaki model to predict F0 in Portuguese is 
romising. 
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